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Evaluating Patient-Oriented

Echocardiogram Reports Augmented

by Artificial Intelligence
The immediate release of echocardiogram reports to
patients, as mandated by the 21st Century Cures Act,
may cause unnecessary worry or confusion until cli-
nicians provide explanations. This study examines
whether ChatGPT, generative AI that has shown
effectiveness in generating echocardiogram reports,1

can help clinicians efficiently explain echocardiogram
reports to patients.

We used a HIPAA-compliant ChatGPT instance with
GPT4 to rewrite echocardiogram reports in plain lan-
guage. Five cardiologists (M.S., A.F., D.B., A.V., and
R.R.) who were board-certified in echocardiography
rated AI-generated rewrites of 100 transthoracic
echocardiogram reports from NYU Langone Health,
including 20 reviewed by all for inter-rater reliability.
Additionally, 12 participants without clinical back-
grounds evaluated a separate set of 40 rewrites of
echocardiogram reports generated for the study,
including 10 reviewed by all for inter-rater reliability.
Echocardiographers and nonclinical participants rated
rewrites alongside original reports on separate sur-
veys containing 5-point Likert scales adapted with
permission from prior studies.2-4 Median scores were
reported for rewrites assessed multiple times. This
work met criteria of the NYU Grossman School of
Medicine for quality improvement projects and
adhered to the Revised SQUIRE guidelines.

The median patient age for echocardiogram reports
was 66 years (Q1-Q3: 58-75 years). Left ventricular
systolic dysfunction was present in 23% (Wald
95% CI: 16%-30%). The AI-generated rewrites
(median length: 1,216 characters; Q1-Q3: 995-1,438
characters) were longer than conclusions from echo-
cardiogram reports (median: 792 characters; Q1-Q3:
600-948 characters) and shorter than full echocar-
diogram reports (median: 2,150 characters; Q1-Q3:
1,822-2,448 characters).

Echocardiographers rated whether each AI-
generated rewrite could be accepted without edits.
They responded “strongly agree” for 29% (95% CI:
20%-38%), “agree” for 44% (95% CI: 34%-54%),
“neutral” for 13% (95% CI: 6%-20%), “disagree” for
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14% (95% CI: 7%-21%), and “strongly disagree” for
none. They rated the accuracy of all rewrites either
“all true” (84%; 95% CI: 77%-91%) or “mostly correct”
(16%; 95% CI: 9%-23%) and rated none “about half
correct,” “mostly incorrect,” or “all false.” Regarding
rewrites with incorrect statements, none were rated
“potentially dangerous,” 8% (95% CI: 3%-13%) “must
be corrected but not dangerous,” 4% (95% CI: 0%-8%)
“indeterminate need for correction,” 4% (95% CI: 0%-
8%) “unlikely to need correction,” and none
“insignificant.”

When echocardiographers assessed the relevance
of each rewrite, 76% (95% CI: 68%-84%) contained
“all of the important information,” 15% (95% CI: 8%-
22%) “most,” 7% (95% CI: 2%-12%) “about half,” 2%
(95% CI: 0%-5%) “less than half,” and 0 “none.”
Regarding rewrites with missing information, none
were rated “potentially dangerous,” 5% (95% CI: 1%-
9%) “must be corrected but not dangerous,” 1%
(95% CI: 0%-3%) “indeterminate need for correction,”
6% (95% CI: 1%-11%) “unlikely to need correction,”
and 12% (95% CI: 6%-18%) “insignificant.” Assessing
whether quantitative information was represented
appropriately in rewrites, echocardiographers rated
54% (95% CI: 44%-64%) “strongly agree,” 36%
(95% CI: 27%-45%) “agree,” 2% (95% CI: 0%-5%)
“neutral,” 1% (95% CI: 0%-3%) “disagree,” and none
“strongly disagree.”

Nonclinical participants compared the under-
standability of each AI-generated rewrite to the
original report and rated 70% (95% CI: 56%-85%)
“much more,” 27% (95% CI: 14%-31%) “a little more,”
and 3% (95% CI: 0%-7%) “equally” understandable.
None were rated “a little less” or “much less” un-
derstandable. Regarding whether AI-generated re-
writes would change their level of worry, participants
rated 15% (95% CI: 4%-26%) “strongly reduce,” 35%
(95% CI: 20%-50%) “slightly reduce,” 15% (95% CI:
4%-26%) “neutral,” 30% (95% CI: 16%-44%) “slightly
increase,” and 5% (95% CI: 0%-12%) “strongly in-
crease” level of worry. When participants rated
whether they would prefer to have AI-generated re-
writes in addition to original reports, 85% (95% CI:
74%-96%) “strongly prefer to have” and 12% (95% CI:
2%-23%) “slightly prefer to have” the rewrite, 3%
(95% CI: 0%-7%) had “no preference,” and none
“slightly prefer not to have” or “strongly prefer not to
have” the rewrite.
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FIGURE 1 Evaluating Echocardiogram Reports Rewritten in Nontechnical Language by Generative AI
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Inter-rater reliability was poor among echocardi-
ographers (intraclass correlation coefficient: 0.35;
95% CI: 0.25-0.46) and fair among nonclinical par-
ticipants (intraclass correlation coefficient: 0.48;
95% CI: 0.32-0.6650) using a 2-way random-effects
model, single rater type, and consistency definition.

Overall, most AI-generated rewrites performed
well according to echocardiographers, who deemed
73% suitable for direct patient communication
without modification (Figure 1). AI hallucination, or
presenting false or misleading information as fact,
was detected in 1 instance, in which the rewrite stated
that a pleural effusion was small when size was not
originally specified.

Nonclinical participants found 97% of AI-generated
rewrites more understandable than the original re-
ports. Enhanced understanding from rewrites
reduced worry for 50% of participants, slightly
increased it for 30%, and strongly increased it for 5%.
Notably, the 2 instances where rewrites strongly
heightened worry both involved critical findings.
Nearly all participants (97%) also preferred receiving
the rewrites alongside the original reports.

This study was conducted using a single pro-
prietary model at 1 center, and modifications and
testing may be necessary before wider implementa-
tion. Although these results align with studies on
patient-friendly imaging reports,5 future research
should evaluate multiple AI models, including health
care-specific ones, and explore various prompting
strategies and data integration, such as including
medical history to enhance rewrites. Our survey
questions lack validation. Additionally, inter-rater
reliability was low; training may enhance this. The
echocardiographers involved in the study, who are
also coauthors, may have introduced bias. Further
research should assess how explanations with reports
affect clinician workload.
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